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Abstract—When implementing new features into a software system, developers may duplicate several lines of code to reuse some existing code segments. This action creates code clones in the software system. The literature has documented different types of code clones (e.g., Type-1, Type-2, and Type-3). Once created, code clones evolve as they are modified during both the development and maintenance phases of the software system. The evolution of code clones across the revisions of a software system is known as a clone genealogy. Existing work has investigated the fault-proneness of Type-1 and Type-2 clone genealogies. In this study, we investigate clone genealogies containing Type-3 clones. We analyze three long-lived software systems (APACHE-ANT, ARGOML, and JBOSS), which are all written in JAVA. Using the NiCad clone detection tool, we build clone genealogies and examine two evolutionary phenomena on clones: the mutation of the type of a clone during the evolution of a system, and the migration of clone segments across the repositories of a software system. Results show that 1) mutation and migration occur frequently in software systems; 2) the mutation of a clone group to Type-2 or Type-3 clones increases the risk for faults; 3) increasing the distance between code segments in a clone group also increases the risk for faults.

Index Terms—Types of clones; clone genealogy; clone migration; fault-proneness.

I. INTRODUCTION

Two or more code segments are considered to be clones when they have a high similarity or they are exactly the same. A clone pair consists of two code segments that are clones. A clone group is a set of cloned code segments, any two of them can form a clone pair. A clone group is also called clone class. Two kinds of similarities are considered when defining code clones: textual similarity and functional similarity. Two code segments are considered similar when their program texts are similar or when their functionalities are similar. Based on the textual and functional similarity of code segments, clones have been classified in four types [1]:

- Type-1: Identical code segments except for variations in whitespace, layout and comments.
- Type-2: Syntactically identical segments except for variations in identifiers, literals, types, whitespace, layout and comments.
- Type-3: Copied segments with further modifications such as changed, added or removed statements, in addition to variations in identifiers, literals, types, whitespace, layout and comments.
- Type-4: Code segments that perform the same computation but that are implemented through different syntactic variants.

Developers often introduce clones either through copy and paste actions, or inadvertently. This code duplication is done within or between files contained in the same directory or across multiple directories. As developers duplicate code segments across parts of the system, many cloning styles emerge. For example, a developer may decide to restrict code duplication within a directory, while another may duplicate code across multiples directories. After a code duplication, the resulting clones are often modified during subsequent revisions of the system. A change to a clone group is considered consistent when the similarity between the code segments is preserved. Otherwise the change is inconsistent. Therefore, a consistent change on a clone group preserves the clone relationship between the code segments, but can change the type of the clone group (e.g., a Type-1 clone group can become a Type-2 clone group as the result of a consistent change). We refer to this phenomenon as clone mutation.

The evolution of code clones across the revisions of a software system is known as a clone genealogy. This genealogy captures the creation, the propagation, and the evolution of code clones by developers [2]. The location in the source code directory structure of a clone segment can change during software evolution. We refer to this phenomenon as clone migration.

Many studies have investigated clone genealogies [3], [4]. However, very few have analyzed the impact of clone mutation and clone migration on the fault-proneness of software systems. In our study, we investigate the fault-proneness of genealogies containing mutated or migrated clones. We want to identify risky mutations and migrations of clones to warn development teams and guide their review and testing efforts.

In this work, we analyze clone genealogies containing Type-1, Type-2, and Type-3 clones, extracted from three large open source software systems written in JAVA, i.e., ARGOML, APACHE-ANT, and JBOSS. We do not work on Type-4 clones because to the best of our knowledge, no existing tool can successfully detect Type-4 clones [5]. We address the following three research questions:

RQ1: Do clone mutation and clone migration occur frequently in software systems?
We observe that clone mutation and clone migration affect respectively 31% and 48% of clone genealogies in JBOSS, 61% and 56% of clone genealogies in APACHE-ANT, and 40% and 68% of clone genealogies in ARGOMUIL. Overall, the two evolution phenomena affect an important number of clones and are therefore worth investigating further.

**RQ2:** Are some clone mutations more fault-prone than others?

We analyze whether clone groups migrated to certain types of clones are more fault-prone than others. Results show that clone genealogies predominated by Type-2 or Type-3 clones are more prone to faults than clone genealogies predominated by Type-1 clones. The mutation of Type-1 clones to Type-2 or Type-3 clones increases the risk for faults. However, when all the clone types in a clone genealogy are equally frequent, the risk for faults is reduced.

**RQ3:** Are some clone migrations more fault-prone than others?

We use the metric proposed by Kamiya et al. [6] to measure the distance between every two code segments (contained in a clone group) and identify different migration patterns followed by clone groups. We analyze whether clone groups following certain migration patterns are more fault-prone than others. Results show that in general, clone groups involved in migration patterns characterized by an increase of the distance between cloned code segments, are more fault-prone than others. Globally, a modification of the location of cloned code segments during the revisions of a software system increases the risk for faults in the system.

The rest of this paper is organized as follows. Section II discusses the related literatures on clone genealogies. Section III discusses the phenomena of mutation and migration, as well as our patterns of clone genealogies. Section IV explains the design of our study. Section V analyzes the results of our study. Section VI discusses threats to the validity of our study. Finally, Section VII concludes the paper and outlines some avenues for future research.

### II. RELATED WORK

The first study on clone genealogies is proposed by Kim et al. [2]. They analyze the clone groups, known as clone classes, and define patterns of clone evolution. Using two JAVA systems and the CCFINDER clone detection tool, they perform a case study of the evolution of clones in software systems and conclude that at least half of clones in a software system are eliminated within eight check-ins after their creation. However, they do not consider the types of the clones in their study.

Our work strives for a deeper understanding of the evolution of different types of clones. We aim to identify risky clone evolution patterns in order to help developers better focus their maintenance efforts.

Barbour et al. [7] investigate late propagation genealogies in two open source software systems. They identify eight types of late propagation, which they classify in three groups based on the propagation of changes among the cloned code segments. They also analyze the fault-proneness of the eight types of late propagation and conclude that they are not equally risky. Only some late propagation genealogies require monitoring; in particular the late propagations involving no propagation are riskier than others. A late propagation clone pair is considered as involving no propagation when the clone pair is diverged and then reconciled without changes to the other clone segment in the pair.

Aversano et al. [8], examine clone genealogies in two software systems to understand how clones are maintained. They select a specific stable snapshot of each of their studied systems and trace the evolution of cloned codes over time. They observe that about 18% of the clones exhibit a late propagation behavior. Out of the 17 instances of bug fixes in their data set, 7 occur during a late propagation. These founding suggest that late propagation genealogies are risky.

In the same line, Thummalapenta et al. [3] perform a study on four open source C and JAVA systems and found that late propagation genealogies occur in a maximum of 16% of clone genealogies. They observe that clones with a late propagation genealogy are more prone to faults than others.

These studies are limited to Type-1 and Type-2 clones. Our work investigates clone genealogies in general, including genealogies containing Type-3 clones.

Zibran et al. [9], analyze the evolution of near-miss clones (i.e., Type-2 and Type-3 clones) in software systems at release level using the NiCAD clone detection tool. They conclude that the number of clones in a software system increases with the number of methods, but there is no relationship between clone density and the number of method. Our work also use the NiCAD clone detection tool to identify clones but at revision level. We examine the likelihood of faults in clone genealogies containing Type-1, Type-2, and Type-3 clones at revision level.

### III. CLONE GENEALOGIES

Code clones are often modified during subsequent revisions of a system. During these revisions, the type of a clone can change, we refer to this phenomenon as clone mutation. For example, a group of Type-1 clones can become Type-2 clones. Figure 1 presents the example of two clone genealogies.
The distance between a pair of files is defined as the number of folders they belong to. The number of levels in a path is determined by counting the number of folders from the root directory to the file. The lowest level for a path in a file is 1 (e.g., the root directory). The distance between two files is the minimum number of levels in their paths, or 0 if they are in the same file.

For two clone segments A and B belonging to the same clone group G, the distance between A and B, denoted as \( d_{dir}(A, B) \), is the minimum of \( d_{dir}(f_1, f_2) \) for all pairs of files \( f_1 \) and \( f_2 \) containing A and B, respectively. So \( d_{dir}(A, B) \) is the value of the highest (first) level in the smaller (shorter) one of two paths having a different folder. The value of the level is counted in the smaller path, where the first folder in the directory is considered as highest level. The lowest level for a path of a file is 1 (e.g., if A and B are included in the same file, \( d_{dir}(A, B) = 0 \)).

For two clone segments A and B belonging to the same clone group G, if \( f_1 \) and \( f_2 \) are the files containing A and B, respectively, the distance between A and B is defined as the distance between their containing directories. The distance between A and B is the minimum of the distances between the containing directories for all pairs of files containing A and B, respectively. So the distance \( d_{dir}(A, B) \) is the value of the highest (first) level in the smaller (shorter) one of two paths having a different directory. The value of the level is counted in the smaller path, where the first folder in the directory is considered as highest level. The lowest level for a path of a file is 1 (e.g., if A and B are included in the same file, \( d_{dir}(A, B) = 0 \)).

Based on the variation of the size of a clone group and the variation of the median distance between the code segments in the clone group, during the evolution of the software system, we have identified 10 migration patterns described in Table II.

Each row in Table II presents the name of a migration pattern and a description of the pattern in terms of variations observed respectively on the median distance among all code segments in a clone group and on the size of the clone group. For example, the fourth row of Table II presents the High Density Strong Up migration pattern which is observed when the median distance among all the code segments in a clone group increases continuously during the evolution of a software system.

At Row 5, the median distance between the code segments of a clone group experiencing the Low Density Strong Up migration pattern also increases continuously, while the size of the clone group either decreases or remains constant. The
term “Wave” is used to describe a sequence of increase and decrease. A “Wave Increase” (respectively Decrease) is a sequence of increase and decrease where the final value is greater (respectively lower) than the initial value.

IV. Study Design

This section presents the design of our case study, which aims to address the aforementioned three research questions. The goal of this study is to assess the risk for faults when mutating and migrating Type-1, Type-2, and Type-3 clones. The quality focus is the increase in maintenance effort and cost due to the presence of these clones in software systems. The perspective is that of researchers, interested in studying the risk of faults caused by the mutation and the migration of Type-1, Type-2, and Type-3 clones, during the evolution of software systems. The results of this study can also be of interest to developers, who perform development or maintenance activities and need to take into account and forecast their effort, and to testers, who need to know which code segments are important to test.

A. Data Collection

In this study, we analyze the change history of three software systems, ArgoUML, Apache-ANT, and JBoss which have different sizes, are written in same programming languages but belong to different domains. Table III presents some descriptive statistics of the systems.

<table>
<thead>
<tr>
<th>System</th>
<th># LOC</th>
<th># Revisions</th>
<th># Group Genealogies</th>
</tr>
</thead>
<tbody>
<tr>
<td>JBoss</td>
<td>1.6M</td>
<td>109K</td>
<td>1.7K</td>
</tr>
<tr>
<td>Ant</td>
<td>2.3M</td>
<td>1.0M</td>
<td>23 K</td>
</tr>
<tr>
<td>ArgoUML</td>
<td>3.1M</td>
<td>18K</td>
<td>15.6K</td>
</tr>
</tbody>
</table>

JBoss is a Java-based open source application server. It was created in 1999 and is still developed as a division of Red Hat. JBoss has 1.7M LOC and about 109K revisions in its software repository. We study code snapshots in the period from April 2000 to December 2010.

Apache-ANT is a JAVA library and a tool to compile, assemble, test and run Java, C and C++ applications. The project started in January 2000 and is still active. It is written in Java and has over 2.3M LOC and 1.0M revisions in its revision history. We study code snapshots from the period of January 2000 to November 2010.

ArgoUML is a UML-modelling application for forward and reverse engineering of source code. It provides a user with a set of views and tools to model systems using UML diagrams, to generate the corresponding code skeletons, and to reverse-engineer diagrams from existing code. The project started in January 1998 and is still active. It is written in Java and has over 3.1M LOC and 18K revisions in its software repository. We study code snapshots from the period of January 1998 to November 2010. ArgoUML has been used in previous studies on code clone evolution [7], [8].

B. Data Processing

Figure 3 shows an overview of our data processing approach. We follow the same steps as in our previous work [4] to build clone genealogies. More specifically, we use the tool J-Rex [10] to mine the source code repository of each Java subject system. The tool J-Rex identifies the revisions that modify each Java file and outputs a snapshot of the files at those revisions. Revisions corresponding to fault fixes are marked during the process. Next, we remove test files and perform clone detections on the systems using the NiCad clone detection tool. We map the obtained clones across the revisions to create clone genealogies. Finally, we categorize clone genealogies based on clone types as described in Section III. The remainder of this section elaborates more on these steps.

1) Mining Version Control Systems to Identify Faults: We use J-Rex to extract snapshots of our subject systems at each revisions. For each snapshot, we flag all the methods that have been modified since the last revision of the system. Again using J-Rex, we analyze each commit message to identify fault fixing commits. J-Rex implements the heuristics proposed by Mockus et al. [11] to identify fault fixing changes. The accuracy of J-Rex was reported to be 87% [7]. An empirical study conducted with professional developers by Hassan [12] reported that the ability of J-Rex to recognize fault fixes is comparable to that of a professional developer. The correlation between J-Rex and these professional developers was found to be > 0.8.

2) Removing Test Files: For the same reasons as Barbour et al. [7], we remove test files from our study. In fact, test files are only used to test the functionalities of the system. They are often copied and changed to test different execution scenarios, and consequently contain many clones that are not involved in normal executions of the system.

3) Detecting Clones: After removing the test files, we process the snapshots of all remaining files to extract the methods. We save each method snapshot in an individual file and submit to the NiCad clone detection tool. Similar to G¨ode et al. [13] and Barbour et al. [7], we exclude package and import statements, which may produce clones that are not interesting for developers. We also enforce hard boundaries between methods to avoid clones beginning in one method and ending in another; such clones are syntactically incorrect.

NiCad [14] is a flexible TXL-based hybrid language-sensitive and text comparison software clone detection tool capable of handling C, C-sharp, Java, Python and WSDL languages. Roy et al. [14] report that NiCad can detect both exact (i.e., Type-1) and near-miss (i.e., Type-2 and Type-3) clones with high precision and recall. We select NiCad for our study because it is fast and consume very little memory. We need to parse all the revisions in one shot. Abstract syntax-based tools, such as CloneDr [1], require extensive memory and computation powers. Hence, they have limitations when scanning the entire history of a system.

http://www.semdesigns.com/Products/Clone/
NiCad has been used in a previous study on clone genealogy (i.e., [9]). To allow our results to be comparable to those of previous studies, we configure NiCad using the same parameters as Zibran et al. [9]. Table IV shows the parameters of NiCad for this study. We use the 80% as the similarity to identify Type-3 clones, but we also check the results for other similarities. We use the latest version 3.4 of NiCad. We post-process the results of the clone detection to identify any clones that co-exist within the same revision. This approach is similar to [7], [15].

4) Building Clone Genealogies: Before building clone genealogies, we remove all unchanged clones. We also remove clones where all code segments belong to the same method, since these are invalid clones. After this cleaning step, we map all the clones reported by NiCad across the revisions of the system following our approach described in [7]. This approach consists of the following steps: First, we query the output of J-Rex to obtain the list of all the revisions where the methods containing the clones were modified. For each modified method, we identify if the contained clones were changed. We repeat the entire process for each revision in the revisions list, until all the revisions are visited.

C. Statistical Analysis Method

We use the Chi-Square test [16] to determine if there are non-random associations between a particular type of clone genealogy and the occurrence of future bugs. We use the 5% level (i.e., p-value < 0.05) to identify significant results of the Chi-square test. We also compute odds ratio (OR) [16] which indicates the likelihood of an event to occur (i.e., a fault fixing change) in one sample (i.e., experimental group), to the odds q of the event to occur in the other sample (i.e., control group): OR = p/(1−p), An OR = 1 indicates that the event is equally likely in both samples; an OR > 1 shows that the event is more likely in the experimental group while an OR < 1 indicates the opposite, i.e., the event is more likely in the control group.

V. Case Study Results

This section presents and discusses the results of our research questions. For each research question, we present the motivation behind the question, the analysis approach and a discussion of our findings.

RQ1: Do clone mutation and clone migration occur frequently in software systems?

Motivation. This question is preliminary to RQ2 and RQ3. It aims at providing quantitative evidences of the occurrence of clone mutation and clone migration in our studied systems. If these two phenomenons are very frequent, then they are worth studying in more details in order to advise developers and managers about potential side effects resulting from them.

Approach. We address this question by extracting clone genealogies from our subject systems following the method described in Section IV-B4, and classifying the genealogies using the categories described in Table I (for mutation) and Table II (for migration). For each category of clone genealogy, we report the number of occurrences in the systems.

Table V: Number of Clone Groups that Underwent a Mutation

| Categories | JBoss | Apache-Ant | ArgroML
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>number</td>
<td>%</td>
<td>number</td>
</tr>
<tr>
<td>G&lt;1&gt;</td>
<td>71</td>
<td>4.27%</td>
<td>2565</td>
</tr>
<tr>
<td>G&lt;2&gt;</td>
<td>587</td>
<td>35.34%</td>
<td>1994</td>
</tr>
<tr>
<td>G&lt;3&gt;</td>
<td>492</td>
<td>29.62%</td>
<td>4497</td>
</tr>
<tr>
<td>G&lt;1,2&gt;</td>
<td>195</td>
<td>11.74%</td>
<td>7189</td>
</tr>
<tr>
<td>G&lt;1,3&gt;</td>
<td>184</td>
<td>11.08%</td>
<td>3632</td>
</tr>
<tr>
<td>G&lt;2,3&gt;</td>
<td>120</td>
<td>7.22%</td>
<td>1999</td>
</tr>
<tr>
<td>G&lt;1,2,3&gt;</td>
<td>12</td>
<td>0.72%</td>
<td>1085</td>
</tr>
<tr>
<td>Total</td>
<td>1661</td>
<td>100%</td>
<td>22961</td>
</tr>
</tbody>
</table>

Findings. Table V lists the seven categories of clone genealogies identified in Section III and the proportion of their occurrences for each of our subject systems. For each system and for each category, we presents the number and the percentage of genealogies in that category. Table VI presents for each of the systems, the proportion of clone genealogies that followed one of the ten migration patterns identified in Section III.

As summarized in Table V, 30.77% of clone genealogies in JBOSS experienced a clone mutation (i.e., G<1, 2>, G<1,
3>, G<2, 3>, or G<1, 2, 3>). In Apache-Ant, 60.56% of clone genealogies are concerned by a clone mutation, and in ArgoUML, 40.41% of clone genealogies are concerned by a mutation. The most frequent form of clone mutation is between Type-1 and Type-2 clones (i.e., G<1, 2>).

For clone migration, during the evolution of JBoss, the directory of at least one clone segment was changed during the evolution of 48% of the clone groups. In Apache-Ant and ArgoUML, respectively 56% and 68% of clone groups experienced a migration. The most frequent migration pattern is the Wave Stable pattern.

Overall, we conclude that mutation and migration are two phenomena that affect an important number of clones in software systems.

In the next two research questions, we examine these two phenomena in more detail to determine if some types of mutation and migration are more risky than others.

RQ2: Are some clone mutations more fault-prone than others?

Motivation. Development teams are interested in identifying areas in their software systems that are more likely to contain faults. Cloned code have been reported to contain more faults than non-cloned code [3], [7], [8]. Because a software system can contain up to 20% of cloned code [5], it can be very expensive to monitor all cloned code in a software system. Therefore, it will be interesting for development teams to identify clones that are most at risk of faults, in order to allocate their limited testing and review resources towards these clones. A change that modifies the type of a clone group (i.e., a mutation) could affect the ability of developers' to keep track of all related clone segments in the clone group. Developers may also have trouble propagating changes to all clone segments in the group consistently; resulting in an increased risk for faults. In this research question we examine the mutation of clones during software evolutions. More precisely, we analyze the fault-proneness of the seven categories of clone genealogies identified in Section III. We aim to identify risky types of clone mutations that should be highlighted for monitoring.

Approach. For each system, we build clone genealogies following our method described in Section IV-B4. Next, we classify clone genealogies based on the types of the clones involved, as in Table I. For each system and each category, we compute the number of fault-containing and fault-free genealogies. We use the Chi-square test and compute Odds ratio to test the following null hypothesis:

\[ H_{01}: Each\ category\ of\ clone\ genealogy\ has\ the\ same\ proportion\ of\ clones\ that\ experience\ a\ fault\ fix. \]

When computing Odds ratios, we select the category of clone genealogies containing only Type-1 clones (i.e., G<1>), as the control group. We form one experimental group for each of the remaining categories. We perform the Chi-square test using the 5% level (i.e., p-value < 0.05).

Because our detection of Type-3 clones is done with a selected similarity threshold of 80% (see Table IV). We perform a sensitivity analysis to assess the impact of this chosen threshold on the results. Precisely, we repeat the detection of Type-3 clones using similarity threshold values of respectively 95%, 90%, 85%, 75% and 70%. For each of these similarity thresholds, we build clone genealogies, classify them following the categorization described in Table I, and repeat the testing of \( H_{02} \) using the Chi-square test and Odds ratios.

Findings. Table VII shows the results of the Chi-square test and lists ORs for the seven categories of clone genealogies described in Table I. For each system, the control group is the category of clone genealogies containing Type-1 clones only. The Chi-square test is statistically significant for JBoss, Apache-Ant and ArgoUML. Figure 4 presents the results of the sensitivity analysis. All the results presented on Figure 4 are statistically significant. Overall, we can reject \( H_{02} \).

Genealogies G<1>, G<2>, or G<3>: For JBoss and ArgoUML, results show that clone genealogies containing only Type-2 clones (i.e., G<2>) are more prone to faults than clone genealogies containing either Type-1 or Type-3 clones only. For Apache-Ant, clone genealogies containing only Type-3 clones (i.e., G<3>) are more fault-prone. All these results are confirmed by the sensitivity analysis, with the exception of ArgoUML, where genealogies G<3> containing Type-3 clones, detected with the 70% similarity threshold are more fault-prone than G<2> genealogies.

Genealogies G<1>, 2>: ORs for genealogies containing Type-

---

2There is no \( H_{01} \) because RQ1 is exploratory.
1 and Type-2 clones are in general higher than ORs for genealogies containing either Type-1 or Type-2 clones only; meaning that the mutation of a clone from Type-1 to Type-2 or conversely increases the risk for faults. For JBoss and Apache-Ant, G<1, 2> genealogies predominated by Type-2 clones are more risky. For ArgoUML, G<1, 2> genealogies predominated by Type-1 clones are more risky. When Type-1 and Type-2 clones are equally frequent in a G<1, 2> genealogy, this risk for fault is reduced. This finding is confirmed by the sensitivity analysis.

**Genealogies G<1, 3>:** Similar to G<1, 2>, ORs for genealogies containing Type-1 and Type-3 clones are in general higher than ORs for genealogies containing either Type-1 or Type-3 clones only; implying that the mutation of a clone from Type-1 to Type-3 or conversely increases the risk for faults. G<1, 3> genealogies predominated by Type-3 clones are more risky. For JBoss and ArgoUML, when Type-1 and Type-3 clones are equally frequent in a G<1, 3> genealogy, this risk for fault is reduced. This finding is confirmed by the sensitivity analysis for all cases, but the case of ArgoUML, when Type-3 clones are detected using either 70% or 75% similarity threshold.

**Genealogies G<2, 3>:** For JBoss and ArgoUML, ORs for genealogies containing Type-2 and Type-3 clones are in general higher than ORs for genealogies containing either Type-2 or Type-3 clones only, suggesting that in these two systems, mutations between Type-2 and Type-3 increase the risk for fault. In JBoss and ArgoUML, G<2, 3> genealogies predominated by Type-2 clones are the most risky. For Apache-Ant, mutations of clones from Type-2 to Type-3 or conversely, reduced the risk for fault. G<2, 3> genealogies predominated by Type-2 are the less risky for Apache-Ant. These results are confirmed by the sensitivity analysis, with the exception of JBoss and ArgoUML, when Type-3 clones are detected with the 95% similarity threshold.

**Genealogies G<1, 2, 3>:** In genealogies containing Type-1, Type-2, and Type-3 clones, when Type-1, Type-2, and Type-3 clones are equally frequent, the risk for faults is reduced. G<1, 2, 3> genealogies that are predominated by Type-3 clones are the most risky. The sensitivity analysis confirms this result for Apache Ant. For ArgoUML, G<1, 2, 3> genealogies where Type-1, Type-2, and Type-3 clones are equally frequent

### Table VII
**CONTINGENCY TABLE AND CHI SQUARE TEST RESULTS FOR THE CATEGORIES OF CLONE GENEALOGIES**

<table>
<thead>
<tr>
<th>Genealogies</th>
<th>JBoss</th>
<th>Apache-Ant</th>
<th>ArgoUML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categories</td>
<td>Most Frequent Clone Type</td>
<td># of Genealogies with ORs</td>
<td># of Genealogies with ORs</td>
</tr>
<tr>
<td></td>
<td>Faults</td>
<td>No Faults</td>
<td>ORs</td>
</tr>
<tr>
<td>G&lt;1&gt;</td>
<td>Type-1</td>
<td>21</td>
<td>50</td>
</tr>
<tr>
<td>G&lt;2&gt;</td>
<td>Type-2</td>
<td>293</td>
<td>294</td>
</tr>
<tr>
<td>G&lt;3&gt;</td>
<td>Type-3</td>
<td>224</td>
<td>268</td>
</tr>
<tr>
<td>G&lt;1, 2&gt;</td>
<td>Type-1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>G&lt;1, 3&gt;</td>
<td>Type-2</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td>G&lt;2, 3&gt;</td>
<td>Type-1, Type-2</td>
<td>95</td>
<td>44</td>
</tr>
</tbody>
</table>

### Table VIII
**RESULTS OF THE CHI-SQUARE TEST FOR THE TEN MIGRATION PATTERNS**

<table>
<thead>
<tr>
<th>Migration patterns</th>
<th>JBoss</th>
<th>Apache-Ant</th>
<th>ArgoUML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>370</td>
<td>495</td>
<td>1.00</td>
</tr>
<tr>
<td>Wave Stable</td>
<td>156</td>
<td>161</td>
<td>1.30</td>
</tr>
<tr>
<td>High Density Strong Up</td>
<td>30</td>
<td>14</td>
<td>2.87</td>
</tr>
<tr>
<td>Low Density Strong Up</td>
<td>110</td>
<td>72</td>
<td>2.04</td>
</tr>
<tr>
<td>High Density Wave Up</td>
<td>39</td>
<td>1</td>
<td>52.18</td>
</tr>
<tr>
<td>Low Density Wave Up</td>
<td>152</td>
<td>21</td>
<td>9.68</td>
</tr>
<tr>
<td>High Density Strong Down</td>
<td>1</td>
<td>3</td>
<td>0.45</td>
</tr>
<tr>
<td>Low Density Strong Down</td>
<td>3</td>
<td>20</td>
<td>0.20</td>
</tr>
<tr>
<td>High Density Wave Down</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Low Density Wave Down</td>
<td>8</td>
<td>5</td>
<td>2.14</td>
</tr>
</tbody>
</table>

| p-values           | <0.05 | <0.05 | <0.05 |
are the most risky, when Type-3 clones are detected using either 70%, 75%, 85%, 90% or 95% similarity threshold.

To examine the potential effect of LOC (line of code) on our results, we computed and compared the LOC of all clones (i.e., Type-1, Type-2, and Type-3 clones) contained in the genealogies extracted from our three subject systems. We observed that, except in the case of JBOSS, where Type-1 clones are smaller than Type-2 and Type-3 clones, in general, there is no significant difference between the sizes of the clones. Consequently, we conclude that size alone cannot explain the results obtained in Table VII and Figure 4.

Overall, we conclude that the mutation of clone groups to Type-2 or Type-3 clones increases the risk for fault.

RQ3: Are some clone migrations more fault-prone than others?

Motivation. When performing modifications on cloned parts of a software system, developers should be aware of all the code segments involved in the clone groups. A developer overlooking a cloned code segment is at risk of introducing a fault in the software system. The purpose of this research question is to investigate the potential impact on fault-proneness of the migration of cloned code segments across the directories of a software system. The clones in a group can be changed, so the directories of those clones in that group can also be changed. More specifically, we want to verify using the ten migration patterns described in Table II, if some displacements of cloned code segments during maintenance and evolution activities are likely to increase the risk for faults in a system.

Approach. For each clone group $G$, from the clone genealogies extracted from JBOSS, Apache Ant, and ArgoUML, we computed the number of clones of each type and sorted them by the highest similarity percentage (70%, 75%, 80%, 85%, 90%, 95%). We then plotted the number of clones for each similarity percentage and each type of clone.
following null hypothesis: $H_{03}$: the proportion of clone groups that experience fault fixes is the same for all the ten clone migration patterns. We use the Chi-square test and compute Odds ratio to test $H_{03}$. When computing Odds ratios, we select the Constant migration pattern as the control group. We form one experimental group for each of the remaining nine migration patterns. We perform the Chi-square test using the 5% level. We also perform a sensitivity analysis to assess the effect that a similarity threshold used to detect Type-3 clones can have on our results.

**Findings.** Table VIII shows the result of the Chi-square test and lists ORs for the ten migration patterns described in Table II. The results are statistically significant for all three systems, i.e., APACHE-ANT, ARGOUML and JBOSS. Overall, we can reject $H_{03}$.

High Density Strong Up, Low Density Strong Up, High Density Wave Up, and Low Density Wave Up patterns are more fault-prone than the Constant pattern in JBOSS and APACHE-ANT. In ARGOUML, the Low Density Strong Up pattern is also more fault-prone than the Constant pattern. These results suggest that when the distance between the code segments in a clone group is increased, the risk for fault increase. Dispersing and regrouping duplicated code segments (i.e., Wave) is also risky, as suggested by the ORs of the High Density Wave Down pattern in ARGOUML (i.e., 2.03) and the OR of the Low Density Wave Down pattern in JBOSS (i.e., 2.14) and APACHE-ANT (i.e., 2.47). Globally, these findings are corroborated by the results of the sensitivity analysis illustrated on Figure 5. If possible, development teams should avoid changing the location of cloned code during maintenance and evolution activities.

**In sum, we conclude that clone migration is risky. Increasing the distance between code segments in a clone group increases the risk for fault.**

**VI. Threats to Validity**

In this section, we discuss the threats to validity of our study following common guidelines [17] of empirical studies.

**Construct validity** threats concern the relation between theory and observation. In our study these threats are mainly from the reliability of the tools used for clone detection. To reduce the possibility of misclassifying code segments as clones, we choose to use a mature clone detection tool that has been used in previous studies (i.e., NiCAD). NiCAD can detect both exact and near-miss clones with high precision and recall [14].

Another treat to construct validity concerns the accuracy of J-REX which uses the same algorithm as previous studies by Hassan et al. [18] and Mockus et al. [19]. Hassan [12] has compared a classification of commit messages based on the algorithm to a manual evaluation of commit messages by six professional developers from the industry and found a correlation $\sigma > 0.8$. The ability of J-REX to recognize fault fixes is then comparable to that of a professional developer.

**Threats to internal validity** do not affect this study, as it is an exploratory study [17]. We cannot claim causation, we
simply report observations and correlations, although we try to explain these observations in our discussions.

**Conclusion validity** threats concern the relation between the treatment and the outcome. We are careful to acknowledge the assumptions of each statistical test used in our study. We used non-parametric tests that do not require making assumptions about the data set distribution.

**Reliability validity** threats concern the possibility of replicating this study. We provide all necessary details needed to replicate our study. All our three subject systems are publicly available for study.

Threats to **external validity** concern the possibility to generalize our results. We examine three large Java open source software systems. Both of them use a plug-in architecture. However they are from different domains and have different sizes. More studies on other systems are necessary to further validate our findings.

**VII. Conclusion**

In this study, we examine the **mutation** and **migration** of clone groups in software systems. We identify seven categories of clone genealogies and ten clone migration patterns, which we study in detail to identify the most frequent clone **mutation** and clone **migration**. We also investigate the fault-proneness of the different clone genealogies and clone migration patterns to identify the most risky types of clone **mutation** and clone **migration**. Results show that the most frequent form of clone **mutation** is between Type-1 and Type-2 clones. The most frequent migration pattern is the **Wave Stable** pattern, which is a pattern where the distance between the code segments in the clone group increases and decreases by the same amount throughout the evolution of the software system.

When clone groups are mutated to either Type-2 or Type-3 clones, the risk for faults is increased. Clone genealogies predominated by Type-2 clones are generally most fault-prone. However, when all the clone types in a clone genealogy are equally frequent, the risk for faults is reduced.

Clone groups involved in migration patterns characterized by an increase of the distance between cloned code segments are more prone to faults than others. Globally, a modification of the location of cloned code segments during the evolution of a software system increases the risk for faults in the system.

From this study, we can conclude that the different types of clone **mutation** and clone **migration** are inconsistently risky. Only some clone **mutations** and **migrations** require monitoring. Especially, development teams should be careful when mutating Type-1 clones to either Type-2 or Type-3 clones. Also, special attention should be granted to clone groups where the location of code segments is modified during a revision of the system. In the future, we plan to expand this study to include more software systems written in other programming languages. We also plan to use other clone detection tools to further validate our findings.
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