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Abstract Ouni et al. “Maintainability defects detection and correction: a
multi-objective approach” proposed a search-based approach for generating
optimal refactoring sequences. They estimated the size of the search space
for the refactoring scheduling problem using a formulation that is incorrect;
the search space is estimated to be too much larger than it is. We provide in
this paper the exact expression for computing the number of possible refactor-
ing sequences of a software system. This could be useful for researchers and
practitioners interested in developing new approaches to automate refactoring.

Keywords Software maintenance · Search-based software engineering ·
Refactoring

1 Introduction

Refactoring is a software maintenance activity that aims to improve code
design, while preserving behavior [9]. In the last decade, many works have
reported that refactoring can reduce software complexity, improve developer
comprehensibility and also improve memory efficiency and startup time [2,14].
Hence, developers are advised to perform refactoring operations on a regular
basis [3]. However, manual refactoring is a complicated task, as there could be
more than one correct solution depending on the design attributes that one is
interested in improving. Moreover, the order in which a set of candidate refac-
torings should be applied is uncertain, and can lead to different designs; some
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refactorings can have sequential dependencies that requires a specific order to
enable further refactorings, and other refactorings can be mutually exclusive
(i.e., incompatible refactorings). Finding the right sequence of refactorings to
apply on a software system is usually a hard task for which no polynomial-
time algorithm is known. However, knowing the size of the search space (the
possible refactoring sequences) helps to determine the best technique to solve
the problem in a reasonable amount of time.

Recently, researchers have formulated the problem of refactoring as an op-
timization problem and suggested different metaheuristics techniques to solve
it [4–8,10–12]. The goal is to find a sequence of refactoring operations that
most improves the design quality of a software system. The concept of “qual-
ity” here can be interpreted in many different ways. We can reduce the number
of design defects, a.k.a., anti-patterns in the software, or improve some desir-
able quality attributes like maintainability and reusability. We assume that the
potential refactoring operations that can be applied in the sequence are deter-
mined before the search starts. This is a big assumption, since new refactoring
opportunities could arise as a consequence of a change in the code. However,
the search for new refactoring opportunities after every change in the code is
a costly operation. Thus, most (if not all) the works on automatic refactoring
assume that there is a list of refactoring opportunities at the beginning of the
search and the optimization algorithm simply selects which of them will be
applied and their order.

Ouni et al. [10] provided a formula for the size of the search space of the
automatic refactoring problem. The expression is NS = (n!)n, where NS is
the number of refactoring sequences (size of the search space), and n is the
number of available refactoring operations (the list of refactoring operations
available at the beginning of the search). This formula, however, is not correct.
To illustrate this, let us suppose that n = 3, then the number of refactoring
sequences should be (3!)3 = 63 = 216, according to Ouni et al. [10]. A simple
manual enumeration, shown in Table 1, proves that the number of refactoring
sequences is, in fact, 16. Thus, we wish to find a closed form expression for
the number of ordered subsets of a set of size n. The On-Line Encyclopedia
of Integer Sequences, sequence A000522 [1] gives values of S for low values
of n. In the rest of this paper, we derive asymptotic and exact closed-form
formula for these numbers. The asymptotic result seems to have been known to
Ramanujan (Notebook II) [13], while the exact result has been discussed in the
community more recently. We present them with proof here for completeness
and ease of reference for the reader.

2 Asymptotic behaviour of the number of refactoring sequences

In order to provide an exact expression for the number of refactoring sequences,
we need to formally describe how to count the number of possible combinations
from a set of refactoring operations.
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Table 1 Number of possible refactoring sequences for the set of refactoring operations {r1,
r2, r3}.

1. None 9. r3, r1
2. r1 10. r3, r2
3. r2 11. r1, r2, r3
4. r3 12. r1, r3, r2
5. r1, r2 13. r2, r1, r3
6. r1, r3 14. r2, r3, r1
7. r2, r1 15. r3, r2, r1
8. r2, r3 16. r3, r1, r2

Let us denote with R the set of refactoring opportunities and with n = |R|
its cardinality. The number of refactoring sequences can be found by (1) se-
lecting a subset of refactorings from R and, (2) finding all the possible per-
mutations of the selected subset of refactorings. Let S be the set of sequences
of refactorings in R. Following the previous idea, the cardinality of S can be
computed as:

|S| =
∑
R′⊆R

|R′|! =

n∑
k=0

(
n

k

)
k! =

n∑
k=0

n!

(n− k)!k!
k! =

n∑
k=0

n!

(n− k)!

= n!

n∑
k=0

1

(n− k)!
= n!

n∑
k=0

1

k!
≤ n! · e, (1)

where the last inequality follows from the Taylor expansion of ex. That is,
ex =

∑∞
k=0 x

k/k!, and if we evaluate the previous expression in x = 1 we have
e =

∑∞
k=0 1/k!.

As a consequence, we have |S| ∈ O(n!), that is, the number of refactoring
sequences (assuming there are no destructive conflicts among them) is O(n!).
But, on the other hand, |S| ≥ n!, because we can select all the refactoring
operations for the sequence and build at least n! different sequences. Thus,
|S| ∈ Θ(n!). That is, the size of the set S grows as n!. This is already much
smaller than Ouni et al.’s result, by a power of n. The asymptotic behavior
obtained in this section could be enough in many contexts to characterize the
growth of the search space. In the next section, we provide an exact expression,
valid for all the values of n.

3 The exact expression

Let us call En the difference between the value of |S| and e · n!, that is:
En = e · n!− |S|. Then, according to (1) we have:

En = e · n!− |S| = n!

∞∑
k=n+1

1

k!
, (2)

which can be considered a series in n.
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Lemma 1 The series En fulfills the following recurrence:

En+1 = (n+ 1)En − 1, (3)

where E0 = e− 1.

Proof The proof is a simply algebraic manipulation:

En+1 = (n+ 1)!

∞∑
k=n+2

1

k!
= (n+ 1)!

∞∑
k=n+1

1

k!
− 1

= (n+ 1)

(
n!

∞∑
k=n+1

1

k!

)
− 1 = (n+ 1)En − 1

Lemma 2 The following equality holds for En:

En = e

∫ 1

0

tne−tdt. (4)

Proof We will prove this simply by checking that the integral fulfills the re-
currence equation (3) with the initial value E0 = e− 1. Let us start with the
explicit expression for En+1 and let us integrate by parts:

En+1 = e

∫ 1

0

tn+1e−tdt =
[
−e−t+1tn+1

]1
0

+ e

∫ 1

0

(n+ 1)tne−tdt

= −1 + (n+ 1)e

∫ 1

0

tne−tdt = −1 + (n+ 1)En.

Now we can easily see that:

E0 = e

∫ 1

0

t0e−tdt = e

∫ 1

0

e−tdt =
[
−e−t+1

]1
0

= −1 + e.

Since both, the initial value and the recurrence equation holds for (4), and
the recurrence equation is order 1, then the equality holds for all n ≥ 0.

Theorem 1 The exact expression for |S| is be · n!c for n ≥ 1 and |S| = 1 for
n = 0.

Proof The case n = 0 is trivial (if we don’t have refactoring operations, there
is only one way to build a sequence of refactoring operations).

For n ≥ 1, first we notice that En is a strictly decreasing series for n ≥
0. The reason is that for any t ∈ (0, 1) we have that the integrand in the
expression for En, tne−t is greater than the integrand for En+1, since tn >
tn+1. Then, we have, En+1 < En, for n ≥ 0. Using the recurrence equation we
can easily see that E1 = e− 2 < 1, and thus, En < 1 for all n ≥ 1.

In order to finish the proof, we just recall that En = e · n! − |S|, and we
can write e · n! − |S| < 1 for n ≥ 1. We already had |S| ≤ e · n!. Combining
both, we have:

|S| ≤ e · n! < |S|+ 1, (5)

and the result follows.
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Applying the formula to the example presented in Section 1 with n = 3 we
have |S| = be · 3!c = b16.3097c = 16, which is the correct answer, c.f., Table 1.

Note that we are assuming that applying the permutation of a subset of
refactoring operations always leads to a different software design. For example,
consider the sequences 5 and 7 from Table 1, composed of refactorings r1 and
r2. However, in case of independent refactorings, i.e., refactorings that target
code entities which are not related at all, this assumption may not be true.
Hence, there is a chance to reduce even more the search space if we remove
these permutations, after a previous analysis of refactoring interdependences.
Thus, the value obtained after applying the proposed formula can be freely
used as an upper bound of the maximum size of the search space, as long as we
assume that applying a refactoring sequence does not create new refactoring
opportunities that were not in the original set. If this can happen, the number
of possible refactorings can be larger than our upper bound. However, when
working in an iterative mode, one expects that a software maintainer would
repeat the process of detecting refactoring candidates until: (1) there are no
more refactorings to apply, or (2) the software maintainer is satisfied with the
achieved design quality. Hence this does not constitute a limitation for the
application of the proposed formula.

4 Conclusion

We provided an exact and easy to compute formula for the number of refac-
toring sequences that can be scheduled from a set of refactoring candidates for
a software system. The formula assumes that distinct refactoring sequences
result in distinct designs. If this is not the case, the search space is smaller
and the provided expression should be interpreted as an upper bound of the
search space as long as we assume that applying a refactoring sequence does
not lead to new refactoring opportunities in addition to the ones present in
the original set.

The correct expression for the number of refactoring sequences can be used
to decide which is the most suitable search algorithm to be used to generate
the best refactoring sequence. In particular, the expression can be used to
determine if exact methods are able to find the optimal refactoring sequence
in a reasonable time.
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